
RD-R122 588 A FRAMEWORK FOR FORMING MODIFYING AND USING MULTM..
CONCEPTS IN MEMORY..CU) COLORADO UNIV AT BOULDER INST
OF COGNITIVE SCIENCE P BAGGETT ET AL. NOV 82 iIS-ONR

UNCLASSIFIED N814-78-C-B433 F/G 5/2 M

smomhhhmhhius
EEmhhshhhhEmhImhmhhhhhhhhh



1.5

NATIONA L BUEUO TNA 933 A

liii, __ 2.

'iiI

MIRCP ESLTO ES IIR
NAINLBRAF INAD16-

4I1 ___

S nl'=

6 ml



SNSTITUTE OF

C OGNITIVE
S CIENCE

A FRAMEWORK FOR FORMING, MODIFYING,
AND USING MULTIMEDIA CONCEPTS IN MEMORY

Part 1: Mathematical Formulation

Department of Psycholog
~ University of Colorado

and

Andrzej Ehrenfeucht
Department of Computer Science

University of Colorado

Technical Report No. 118-ONR This research was sponsored by
the Personnel and Trainling

Institute of Cognitive Science Research Programs, Psychological
-- University of Colorado Science Division, Office of

Bouler, Colorado 80309 Naval Researeh, under contract
p~~; ~No. N00014-78-C0)433, Contract

r Authority Identification Number
k~' ~ t*L~.NR 157422

DC171982

Approved for public release; distribution unlimited.
Lai Reproduction in whole or in part is permitted for any

purpose of the United States Government.

4 -82 12 17 083



SECURITY CLASSIrICATIOrl OF THIS PAGE (When fDote Entered)

REPORT DOCUMENTATION PAGE 13FRFA CXNS11LETNS101

4. TITLE (and Subtitle) j . TYPE OF REPORT & PERIOD COVERED

Multimedia Concepts in Memory
PartI: Mthemticl Fomulaion6. PERFORMING ORG. REPORT NUMBER

PartI: Mthemticl Fomula~onONR
7. AUTH.OR(s) B. CONTRACT OR GRANT NUMBER(A,

Patricia EBaggett and Andrzej [hrenfeucht N00014-78-C-0433

9. PERFORMING ORGANIZATION NAME AND ADDRESS {10. PROGRAM ELEM"ENT.- PROJECT. TASK

Institute of Cognitive Science AREA 6 WORK UNIT NUMBERS

University of Colorado NR l57-422
Boulder, Colorado 80300 _______________

Si. CON~TROLLING OF~FICE NAME AND ADDRESS 12. REPORT DATE

qPersonnel & Training Research Programs November 1932
Office of Naval Research, Code 458 13. NUMBER OF PAGES 4
Arlington, VA 22217______________

14 MONITORING AGENCY N AME 6 ADDRESS(if different front Controlling Office) IS. SECURITY CLASS. (ol this report)

Unclassified

15a. DECL ASSI FICATION/ DOWN GRADING
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

17I. DISTRIBUTION STATEMENT (of the abstract entered in Block 20, If different from Report)

1S. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverse sido if necessary atd idettify by block numtber)

* Multimedia concepts, memory, processing, cognitive units, thinking,
generalization, abstraction, algorithims (executable concepts)

20. ABSTRACT (Continue on revetr tide fit necesary and Idetify by block nttmbor)
A theoretical frapiwork for the structures and processes of memory is presented.
The model is base',J on three main notions: meoy concepts, and processors.

* Part 1 puts forth the notions in matheriaticaT terms.7Part 1Il give an
interpretati iin psychological terms.)
Memory is viewed c~ .~et of locations, and locations have values. An evaluatior
function attaches a value to a location. The b3sic unit in memory is the conce-1
Con~cepts have a hierarchical struct"r'e. They are related by the relation "is a

DD 0" 1473 EDITIO~N Of- I NOV 65 IS OIISOLETE

SCCU~kITY CI. A,'IrIc:AT ICN oF THIS VAGE (117en Pet I ,Iorod)



SCCURITi CLASSIFICATION OF THIS PAGF(071.f
n 

O-40 EIg.,fd)

'"is a subconcept of." At a given time, each concept has a set of locations
assigned to it. The assignment is made by an allocation function. A staoe cf
memory is defined as a set of concepts, the relation 'is a subconcept of, an
allocation function, and an evaluation function.

Processors change the state of memory and provide interaction with the environ-
ment (input/output). Each processor operates with a limited number of concepts
at a given time. The action of a processor is determined by concepts, mainly
by the values of locations allocated to a given concept and by the input
stimulus from the environment. For a given processor, the concepts which
determine the action of the processor will be called the executable concepts
for the processor.

We assume that locations are of three categories: data, instructions, and
pointers. Data locations contain values that are an encoding of basic sensory
stimuli, such as auditory and visual input. Instruction locations contain
values that are executable by a processor. Pointer locations have values that
point to another concept, thereby providing linkage between concepts. We assume
that a single concept generally contains locations of different categories, for
example, encoded data from visual and auditory stimuli, executable motoric
values, andl pointers.

We define what it means for one concept to be a generalization of another, and
for one to be an abstraction of anjther. We also define an inversion operation,
in which concepts map to subconcepts and subconcepts map to concepts. It seems
to have an important role in linguistic processing.

Examples are given for clarification.

Accesston For

NTIS TA&I

1A -1

U o. '-..../ I

; /or

flif111flf
i r



A Framework for Forming, Modifying, and Using

Multimedia Concepts in Jemory

Part I: Mathematical Formulation

Part II: Psychological Interpretations

Abstract for Part I

A theoretical framework for the structures and processes of memory is

presented. The model is based on three main notions: memory, concepts, and

processors. Part I puts forth the notions in mathematical terms. (Part II will

give an interpretation in psychological terms.)

Memory is viewed as a set of locations, and locations have values. An

evaluation function attaches a value to a location. The basic unit in memory is

the concept. Concepts have a hierarchical structure. They are related by the

relation 'is a subconcept of.' At a given time, each concept has a set of

locations assigned to it. The assignment is made by an allocation function. A

state of memory is defined as a set of concepts, the relation *is a subconcept

of,O an allocation function, and an evaluation function.

Processors change the state of memory and provide interaction with the

environment (input/output). Each processor operates with a limited number of

concepts at a given time. The action of a processor is determined by concepts,

mainly by the values of locations allocated to a given doncept and by the input

stimulus from the environment. For a given processor, the concepts which

determine the action of the processor will be called the excutable concepts for

the processor.
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We assume that locations are of three categories: data, instructions, and

pointers. Data locations contain values that are an encoding of basic sensory

stimuli, such as auditory and visual input. Instruction locations contain

values that are executable by a processor. Pointer locations have values that

point to another concept, thereby providing linkage between concepts. We assume

that a single concept generally contains locations of different categories, for

example, encoded data from visual and auditory stimuli, executable motoric

values, and pointers.

We define what it means for one concept to be a generalization of another,

and for one to be an abstraction of another. We also define an inversion

operation, in which concepts map to subconcepts and subconcepts map to concepts.

It seems to have an important role in linguistic processing.

Examples are given for clarification.
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A Framework for Forming, Modifying, and

Using Multimedia Concepts in Memory

Part I: Mathematical Formulation

Introduction

This paper attempts to present a framework within which one can analyze

behavior. The behavior is based on stimuli coming from different media, such as

auditory, visual, and others, and includes responses which are not necessarily

verbal, but, for example, motoric, etc. The basic notion is that of a concept.

4 A concept is a chunk of information which is processed as a unit. This

definition is slightly circular. When we are asked how one knows that a given

chunk of information is a concept, we answer, because it is processed as a unit.

Concepts are assumed to be multimedia. This means that information that is

put together into a concept comes from different sources, for example, visual

and auditory. It also means that a concept contains other information such as

motoric information. An example of motoric information is information about how

to move one's hand.

Processors are assumed to create and use concepts. We hypothesize that

there is one processor, which we call central, whose main task is to modify

concepts. These concepts are to be used by other processors.

We assume that concepts are stored in memory, and that memory can be viewed

as a two level structure. On one level are locations where information can be

stored, aid on the other is the actual information which is stored in the

locations.
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The relationship between concepts and memory is assumed to be as follows:

At a given time, a concept is assigned a set of locations in memory, where the

chunk of information is actually stored. This assignment is assumed to be

dynamic. Namely, at different times, the same concept can have different

locations assigned to it, and also the information stored in those locations can

vary.

The paper presents a mathematical formulation of this model using

elementary set theory and expressing the notions in terms of sets, functions,

etc. Assumptions are formulated in terms of propositions about some basic

notions and in terms of propositions about other notions defined in terms of the

basic ones.

In part one of the paper (presented here) we use examples for clarification

of the notions. The main examples used are either abstract or based on analogy.

For example, a chess board can be viewed as a memory in which information,

namely, a position in a chess game, is stored.

In part two of the paper (Note 1) we re-examine some standard psychological

notions, such as learning, language acquisition, forming associations between

visual and verbal stimuli, etc., within the framework presented above.

The leitmotif of the paper is the following: Thinking is processing

concepts. But concepts are far from being linguistic objects, e.g., word

concepts. Linguistic elements can be part of concepts, but they are not at all

necessary for thinking. Processes such as generalization and abstraction can be

carried out without any linguistic elements. We view the processes mentioned

above as very basic processes of thinking, and we view their connection with

linguistic elements as more accidental, due to the way that they are

communicated between individuals.
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I. Basic notions

In this section some basic notions are presented. They are primitives,

i.e., they are not defined.

A. Locations; Memory as a set of locations; Value of a location;

Evaluation function.

The question "What is memory?", can be answered in two ways. First, memory

can be viewed as a physical object or a set of physical objects. That is, it

can be viewed as a set of locations. For example, the peripheral memory in a

computer might consist of two disk packs. The memory in an organism is located

in the nervous system.

As an analogy, a chess board can be considered a memory. It consists of 64

squares or locations. Similarly, a Monopoly board can be considered a memory.

It consists of spaces, or locations, where pieces can land, where houses and

hotels are placed, where cards are put, and where money is kept.

Second, memory can be viewed as having a content, or value for each

location. In this paper, memory is viewed as having locations, and locations

are viewed as having values. For example, in a calculator, there may be a

register x (a location) that can have as content a number (a value). In the

chess board example, each square ilocation) can have a value. For a given

position, the values of the locations are the pieces on the squares. We assume

that the value of a locrtion can be undefined. An undefined value can mean many

things. One example is when we don't know which value is there. Another

example io when the absence of a piece is interpreted to mean that the value is

undefined.
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In this paper, memory is viewed as a set L, called locations, and a set V,

called values. In order to be able to say that every location has a value, we

will assume that there exists a selected element ur-V such that having a value u

means that the value is undefined.

The next basic notion is that of an evaluation function. It is a mapping E

which attaches a value v eV to a location xe L. Thus E: L--->V.

We illustrate the idea of an evaluation function with a chess board

example. Figure 1 shows a chess board laid out at the beginning of a game.

6
54
35

a bcde f gh
Fiqure 1. A chess board laid out at the

beqinning of a game. The rows and
columns are numbered and lettered
according to algebraic notation.

The rows and columns are numbered and lettered according to algebraic notation.

At the beginning of a game, location bl on the board holds a white knight, and

location h8 holds a black rook. This situation is expressed as E(bl)=white

knight, and E(h8)=black rook. In this case, bl and h8 are the names of

locations (elements of L), and white knight and black rook are the names of

values (elements of V).
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B. Concept; Allocation Function; Relations between Concepts; and

Relations between sets of Locations.

Following Leibniz (see Loemker, 1956), a basic unit in memory is the

concept. (Leibniz' term was monad.) At a particular time, a concept has a set

of locations assigned to it. (The same concept can have different sets of

locations assigned to it at different times.) Using the chess board analogy, a

concept could be the black squares, and the set of black squares would be the

set of locations assigned to it (in this case, permanently). Another concept

could be the squares occupied by pawns. Here, the set of locations assigned to

the concept would vary during the chess game.

The mapping of concepts into sets of locations is given by an allocation

function A, which attaches to a concept a set of locations. Let us denote by C

the set of all possible concepts. An allocation function A is a function from a

finite subset K of C into subsets of L. We denote it as A: K---> subset (L).

We assume that there is a relation between concepts: "is a subconcept of."

It is a partial ordering relation. For two concepts C1 and C2 , if C2 is a

subconcept of Cl , we write C2 sub Cl . For example, the concept of black pawns

will be treated as a subconcept of the concept of black pieces.

We can define another relation between concepts, namely, the inclusion

relation between sets of locations allocated to concepts. For the concepts C1

and C2 it can be written A(C2 )!GA(CI).

We assume C2 sub Cl implies A(C2) (CI), but not necessarily vice versa.

The loca'ions occupied by black pawns always form a subset of the locations

occupied by black pieces. But, on the other hand, if in a given position all

black pawns are sitting on white squares, this does not imply that the concept
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black pawns is a subconcept of the concept white squares.

C. Categories of locations

We assume that there are three basic categories of locations: data

locations, instruction locations, and pointer locations.

Data locations contain values that are an encoding of basic sensory

stimuli. Subcategories of data locations can be, for example, auditory

locations and visual locations. Subcategories are divided into types. A type

location can be thought of as a container of a particular size and shape. It is

made to hold only certain values, and not others. Types of visual locations,

can be, for example, color locations, size locations, shape locations, etc. So,

for example, a color location would have as a value an encoding of redness.

Instruction locations contain values that are executable by a processor.

For example, a location on a Monopoly board can contain a card which reads, "Go

directly to jail." Instruction locations are divded into two subcategories,

input/output and central.

Types of input/output hold input/output instructions, such as instructions

which direct movement (for example, sneeze, move the left hand, chew), and

attentional instructions (such as listen to or ignore a noise, or find out what

color something is). Values of locations of type central are, for example,

create a concept, generalize a concept, allocate or disallocate locations, form

associations, etc.

Pointer locations contain as values addresses of concepts. An address of a

concept is a value which gives direct access to the concept. Therefore, if A(C)

contains a pointer location which has as a value the address of a concept C', we

can consider that the concept C' is linked to the concept C. Pointers are
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analogous to semantic network links (Anderson and Bower, 1973; Collins and

Loftus, 1975; Norman and Rumelhart, 1975). When a pointer is followed, a

concept is reached. A pointer has a type. The type tells which class of

concept (see IV below) is pointed to.

II. A state of memory, a notion defined in terms of the basic ones.

A state of memory consists of a set of concepts, the relation "is a

subconcept of" (sub), an allocation function A, which allocates to each concept

a set of locations, and an evaluation function E, which gives some specific

value to each location.

We give an example of a state of memory using a chess board. Consider the

set K of concepts Jblack squares, white squares, black pieces, black pawns,

white pieceq . Consider memory to be tne 64 squares (locations) on the board:

al, a2 ....., a8

h, h2 ..... h8.

(These are labeled in Figure 1.) Let the s-t of values be all the pieces on the

board, plus the empty square (with no piece). Suppose there is one relation,

"is a subconcept of", between two concepts, as follows:

tblack pawns3 sub black pieces3

The configuration that we are about to describe is shown in Figure 2.

Let the allocation function A assign locations to concepts as follows:
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Figure 2. A chess board configuration
described in the text.

A (black squares) =  ala3,a5, ....3

A (white squares) = b2,b4,b6,..

A (black pieces) = c6,d7,e6,g53

A (black pawns) =,c6,d7,e6

A (white pieces) = f33

Examples of values assigned by the evaluation function E are:

E(e6) = black pawn

E(e7) = empty (or undefined)

E(f3) = white king

E(g5) = black king

It is also the case that

A (black pawns)- A (white squares), and

A (white pieces)CA (white squares).

But it is not the case that Jblack pawns3 sub fwhite squares3, and it is not the

case thatS white pieces sub white squares,.

III. More basic notions: Input and output signals, and a processor and its

operation.
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Two more basic notions are input (I) and output (0) signals. Among other

things, input signals can include verbal instructions, and output signals can

include actions. One action, for example, is speaking.

A processor, another basic notion, is a partial function from a state of

memory and some input into a state of memory and possibly some output. It

changes the state of memory and provides interaction with the environment

(input/output).

The basic operation performed by a processor (i.e., the action of a

processor) is to take some number of arguments, which are concepts, and in

addition an input signal. It produces a new sequence of concepts, and perhaps

an output signal. Practically, what this means is that the concepts which are

used as arguments can be modified, and some output signal can be created.

Each processor operates with a limited number of concepts at a given time.

The action of a processor is determined mainly by the values of locations

allocated to some given concept(s) and by the input signal from the environment.

We illustrate the notion of a processor and how it changes the state of

memory with two examples. We start with the configuration shown in Figure 2.

Suppose the input signal I is a verbal instruction, the output 0 is an

utterance, and the processor P is a person who moves a piece on the chess board

according to the instruction. The input is, "Move a black pawn to d5." The

processor takes as arguments the concept black pawn and the instruction, "Move a

black pawn to d5." It changes memory from state one to state two. The concepts,

allocation function, and values for state one are given above, in the

description of Figure 2. The following changes are made:

State I > State 2

E(dT) = black pawn E(dT) = empty
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E(d5) = empty E(d5) = black pawn

*d7 6 A(black pawns) d7J A(black pawns)

**d5 A(black pawns) d5C.A(black pawns)

• is an example of deallocation of a location.

•* is an example of allocation of a location.

The configuration for state two is shown in Figure 3.

qI

II

Figure 3. Another chess board configuration
described in the text.

Notice that the concepts in states one and two are the same. P did not produce

4 any new concepts. It just changed the allocation function and value for two

locations. After changing the state of memory, P says, "I did it." This is P's

output signal.

Assume the next input signal is, "Now consider the kings." P wants to

create a new concept, i.e., the concept of tkings,. P takes as arguments the

black pieres and the white pieces, and the input signal, and creates kings. It

therehy changes memory from state 2 to state 3. It allocates to the concept

locations f3 and g5. In state two there were the following concepts: Jblack
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squares, white squares, black pieces, black pawns, white pieces. State three

has the concepts black squares, white squares, black pieces, black pawns, white

pieces, kingsi. In addition, the allocation function A (kings) = f3,g5j. The

allocation functions for the other concepts do not change, and the value

functions also do not change. P says, "Okay, what should I do now?" This is P's

output signal.

Using the chess analogy, we have shown examples of how the state of memory

changes from one to two to three, what happens to allocation and evaluation

functions, and how a new concept is created and an output signal produced.

We hypothesize that there are two kinds of processors, central and

input/output. We further hypothesize that there is only one central processor,

and its main task is to modify concepts or form new ones. The primary task of

input/output processors is to provide interaction with the environment.

How many input/output processors there are, and exactly what their auties

are, we are not ready to specify. But we suppose that, for example, in the

visual cortex there is an input/output processor which builds images. That is,

it provides concepts with visual components. It takes signals from the retina

and gives values to locations.

Similarly we suppose that in the auditory cortex there is an input/output

processor which provides concepts with auditory components. It takes signals

from the basilar membrane and gives values to locations in the form, for

example, of "loud noise."

The rart of the brain which controls movement of the right hand can be

localized. Tindt part of the brain, we hypothesize, is an input/output

processor. The processor takes the concept "raise the right hand" and
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transforms it into a set of signals. When the signals are sent to the

peripheral nervous system, they will make the right hand rise. Also, the

processor creates a concept which contains a memory for the movement performed.

We think that there exists a linguistic processor which is separated from

the auditory and the visual one. Linguistic abilities are not lost with a loss

of hearing or with a loss of vision. This indicates that linguistic processing

is done by some special processor. We return to linguistic processing in part

VI below.

IV. Classes of concepts

Concepts are divided into classes. There are concepts which are executable

by the central processor and concepts which are executable by input and output

processors. This is the key point for classification: The fact that a

-Jncept is in a particular class gives information about which processors can

use it and how the concept is used.

We are not ready to specify all the possible classes of concepts. But a

concept in the class object might contain as a subconcept a concept in the class

sensory which can be operated on only by input processors. A concept in the

class action might have a concept in the class motoric as a subconcept, which

only an output processor can try to execute. A concept in the class abstract

might have the property that no input or output processors will try to execute

it; only the central processor will attempt execution. The notion of executing

a concept will be expanded on in the next section.

We also hypothesize that there are concepts in the class linguistic. They

will he discussed in VI.

V. Notions defined in terms of other notions
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We first introduce some terminology. For a concept C, S(C) will denote the

set of all subconcepts of C, including C itself.

Suppose there are two concepts, C and C'. A mapping f from C to C' is a

function which has domain S(C) U A(C), such that f(S(C)j sub S(C'), and

f(A(C))!SA(C'). (A is an allocation function, which attaches to a concept a set

of locations.) In other words, the mapping takes subconcepts into subconcepts,

and locations into locations.

*Property 1. A mapping f is structure preserving if it satisfies the following

three conditions:

a) If C1 and C2 are elements of S(C), and C1 sub C2 , then f(Cl) sub f(C2 ).

* b) If C1 is an element of S(C), and x is an element of A(C1 ), then f(x) is an

element of A(f(C l)).

c) If x is an element of A(C) and is of category pointer, and if the value of x

points to C1 which is an element of S(C), then f(x) is a pointer whose value

points to f(C).

Property 2. A mapping f is type preserving if it satisfies the following two

conditions:

a) If Cl is an element of S(C), then class (C) class (f(Cl)).

b) If x is an element of A(C), then category (x) category (f(x)).

Property 3. A mapping f is value preserving if it satisfies the following

condition: If x is an element of A(C), then value (x) = value (f(x)).

Property 4. A mapping f is partial value preserving if it satisfies the

following condition: If x is an element of A(C), then either value (x) = value

(f(x)), or value (f(x)) is undefined.

--nnS'nnlmumn~ ml~mlM i ~ l n
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Using these four properties, we can define some relations between concepts.

A. Sameness (isomorphism) of concepts.

Definition. Given two concepts C and C', we say that C is isomorphic to C'

if there exists a one-to-one mapping f: C ---> C', such that both f and its

inverse f satisfy properties 1, 2, and 3 (f is structure, type and value

preserving).

We give an example. Suppose in memory there are locations of different

types. Suppose that, among other types, there are type letter, whose values are

letters of the alphabet, and type digit, whose values are the nonnegative

integers 0, 1,..., 9. We denote a location for type letter by an open square

and a location for type digit by an open triangle.

Suppose there are three concepts, C1 , C2 , and C3. The situation is shown

in Figure 4.

IC

C3

Figure 4. Concepts C2 and C3 are isomorphic.

Assume C2 is a subconcept of C . (This is the only relation among the three

that we assume.) Let the allocation function attach to C four locations, two of

type letter and two of type digit. Let the value functior. attach to the two
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letter locations the values A and B, and to the two digit locations the values 1

and 2. Let C2 be a subconcept of C1 consisting of locations containing digits.

Let the allocation function attach to C3 two locations of type digit, and

let the value function attach to them the digits I and 2. Then C2 and C3 are

isomorphic.

The two concepts shown in Figure 5 are also isomorphic. Notice that

pointers pointing outside do not have to point to the same concept, or even to

isomorphic concepts. They must point to concepts of the same class (see IV

above), however.

IB

Figure 5. The two concepts shown are isomorphic.

In I.B. we noted that C2 sub C1 implies A(C2 )_.A(CI), but not necessarily

vice versa. We illustrate this by an example. Suppose there are concepts Cl,

C2, C3, and C4, as shown in Figure 6. The only relation assumed is

that C2 is a subconcept of C1 ; C4 is not a subconcept of C3 . It happened

incidentally that the same locations (those containing the values A and B on the
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Figure 6. C2 is a subconcept, of CI, but C4 is not a subconcept of C3 .

(See text for an explanation.)

right of Figure 6) were allocated to different concepts. Here, then, it is not

true that C4 sub C3  But it is true that A(C4 )G A(C3 ). One can therefore

allocate new locations to C4 (and not to C3 ), thereby breaking the allocation

inclusion. Surh a state of affairs is shown in Figure 7.

Figure 7. A new location, containing the value D, has been

allocated to concept C 4 and not to concept C ,
This can happen because C4 is not a subconcet of C3.

Notice the trivial case. Suppose there are two concepts C1 and C2 , such

that A(C. ) = A(C2 ) = f, the empty set. It is not necessarily the case that C1

and C, are identical.
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We have two forms of identification of concepts, one strong and one weak.

Definition. Two concepts C1 and C2 are identical (strong form) if and only if
C1 sub C2 and C1 sub C1 . (It follows that A(Cl ) = A(C2).)

Definition. Two concepts C1 and C2 are identical (weak form) if and only if A(CI)

= A(C2).

If two concepts are identical (strong form), it means that the locations

allocated to them are always the same. Weak form identity means only that at a

given time the allocated locations happen to be the same.

B. Generalization

Definition. We say that concept C' is a generalization of concept C (or C'

is more general than C) if there exists a one-to-one mapping, f: C--->C', that

satisfies properties 1, 2, and 4 above (i.e., f is structure preserving, type

preserving, and partial value preserving).

An example is shown in Figure 8. There, concept C' is more general than

concept C.

II

Figure 8. Concept C' is more general than concept C. (Conversely,
concept C is more specific than concept C'.)
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-l
We call the inverting (f ) of generalization specification. Concept C is more

specific than concept C'.

C. Abstraction

Definition. We say that concept C is an abstraction of concept C' (or C is

more abstract than C') if there exists a one-to-one, not necessarily onto,

mapping f from C into C' which satisfies properties 1, 2, and 3 above (i.e., f

is structure, type, and value preserving).

An example is shown in Figure 9. In it, concept C' is more abstract than

4 concept C. We call the inverting (f-) of abstraction concretization. Concept

C is more concrete than concept C'

C

Figure 9. Concept C' is more abstract than concept C. (Conversely,
concept C is more concrete than concept C'.)

D. Copy and edit

Now -e can define operations on concepts. Intuitively, they are operations

that some processors can perform on a state of memory.
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Definition: To copy concept C means to construct a new concept C' which is

isomorphic to C.

Definition: To generalize C means to change some values in A(C) from

defined to undefined.

Definition: To abstract C means to remove some subconcepts from C and some

locations from A(C).

Compositions of general ization, abstraction, specification, and

concretization will be called editing operations.

We assume that the main role of the central processing unit is to perform

the following function: to copy and edit concepts.

In talking about processing, we need to specify what it means to learn to

generalize. In our framework, it means creat'ng a concept that can be executed

by the central processing unit, which results in the creation of

general izations.

For example, imagine the following situation. Suppose one wants to create

a generalization of color. One has a concept for creating the generalization of

color. It is concept G in Figure 10. Concept S is some concept to be

generalized. (In Figure 10 and some others that follow, a schematic notation is

used to represent informally the internal structure of a concept. Concepts are

represented by circles. Locations are represented by rectangles. And values

are represented by words put in b-ackets. For example, <red> represents some

encoding of the stimulus red.)



Page 22

CENTRAL
PROCESSING

UNIT

G- S

Figure 10. When concept G is executed, it creates the generalization of
4 color. Concept S is some concept to be generalized. It has

a location, xl, of type color, with value (red>.

For simplicity, let us say that the central processing unit (CPU) operates

on two concepts at a time. When G is built, the CPU makes a copy of S and

generalizes it. The result of the generalization is a concept that is identical

in structure to concept S (in Figure 10), but which has the value <red> removed

from the rectangular box. So the color becomes undefined.

This brings up an important point. After G is created, it is not necessary

to have more than one instance of color in order to make a generalization. The

commonly accepted mechanisms of generalizing or abstracting from several

instances (e.g., Rosch and Lloyd, 1978; Smith and Medin, 1981) are only a

special case of the mechanism hypothesized here. It is popularly assumed that

in order to have a generalization, one has to have a variety. For example, in

order to create a concept of a flower ,. any color, one needs concepts of

flowers of at least two different colors.
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Usinq our terminoloaV, this special case of the process of aeneralizinq from

two or more instances is viewed as follows:

We take a group of concepts which are structurally identical, i.e., between

any two there is a mapping which satisfies property 1 above. We create a new

concept, structurally identical to the previous ones, which is a generalization

of all the compared concepts. The value for a location in the new concept is

made undefined if the corresponding values are not identical in all concepts.
ql

As stated above, we view this as a valid mechanism for generalization, but

we do not assume that it is the only one. In our framework, the process of

generalization via making values undefined can be done on the basis of only one

case.

For example, suppose one sees some new object, perhaps a new animal. One

does not have to see another one to imagine it a different color (i.e., to

change the value of its color). This ability is probably connected with

transfer of learning. One learns in one situation and can use what is learned

in others.

Similarly, one popular way to view the process of abstraction is as
follows. From a group of concepts, one creates a concept that is an abstraction

of all compared concepts. Again, within our framework, one can construct an

abstraction from just one example.

Still on the topic of abstraction, we give here a possible hypothetical

conceptual representation of the number five. We suppose it may be a concept

which has io locations assigned to it, but which has five subconcepts in the

class object, as shown in Figure 11.
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Fiqure 11. A hypothetical conceptual representation of the numher 9:
A concept with no locations, but with five subconcepts in

the class object.

Now, what would it mean to answer, "How many?" We assume one takes a

concept and makes the following abstraction. One removes all locations and

removes all subconcepts that are not in the class object, leaving only those in

the class object. One removes all subconcepts of subconcepts in the class

object.

If the person wants to say the word five, he or she makes a matc- o' the

concept resulting from the above editing operations to another concept which is

exactly like that in Figure 11, except that it contains one extra executable

subconcept that is the linguistic element "five". We hypothesize that this is

the way objects are counted.

We assume that abstraction satisfies properties 1, 2, and 3 above

(structure, type, and value preserving). However, if one considers a higher

level abstraction, that is only structure and value preserving, and not type

preserving, one can count things other than objects. In the procedure to count,

one could remove all locations and all subconcepts except those of a given

class. For example, one could remove all subconcepts except those in the class

movement (or action).
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One could be asked, for example, how many things do you have to do to bake

a cake? The person can answer: There are six steps. Why six, and not 20, one

might ask. The reason is, hypothetically, that the person has a concept of

baking a cake, and the person applies the specific algorithm above to it

(removing locations and all subconcepts except those in the class action), and

what is left is six. The operation of counting actions as legitimate as the

operation of counting sheep.

Two points need to be emphasized. First, we assume that an algorithm for

abstraction (the process of abstraction) is itself a concept which, when

executed together with other concepts by the central processor, yields an

abstract version of the other concepts. In a manner similar to generalization,

it is possible that this algorithmic abstraction concept is built as a

generalization of many special cases of abstraction. But we do not exclude the

possibility that this concept can be built on the basis of just one example, or

even without any example at all.

The second point to be emphasized is that whether or not the result of

abstraction is objective on the physical level is irrelevant. It does not

matter whether there are really six steps in baking a cake. The executable

concept of abstraction operates on a concept of baking a cake, and not on the

activity in the kitchen. The result of six steps can be interpreted as follows:

The person's concept of baking a cake has six subconcepts of class action.

Suppose one is asked, how many of everything does a dog have? This is an

example of a nonexecutable concept of counting. Why? In counting, we look at

only some particular classes of concepts; we remove everything (except some

classps). We remove all subconcepts of subconcepts as well, and then we arrive

at a number. (For abstract numbers, the matching done is not necessarily class



Page 26

preserving.) To answer the question, How many of everything does a dog have?,

requires that one count all the subconcepts of a particular concept. We do not

seem to have a procedure (an executable concept) for that.

VI. Inversion

When we considered different mappings between concepts, such as

generalization and abstraction, (in V. above), the key point was, which

properties of the concept are preserved under the mapping and which can change.

In V we defined a structure preserving mapping f between concepts. We review

that notion before turning to an inversion mapping.

With a structure preserving mapping, subconcepts are mapped into

subconcepts and locations into locations. Figure 12 shows a structure

preserving mapping in which

D sub C,

f(C) = C',

f(D) = D',

I and therefore D' sub C'.

An inversion mapping

Definition: A mapping f from C to C' is called an inversion mapping if:

f is one-to-one on locations

f is value preserving

f inverts the notion of subconcept. That is, if D sub C, then

C' sub D'.
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CC

Figure 12. A structure preserving mapping. --- > represents the mapping or function.
The structure is preserved: sub is preserved, and type is preserved. The
mapping is not 1-1 on locations, and the mapping is not value preserving.

Figure 13 shows an example of an inversion mapping. On the left, D sub C.

On the right, C' sub D'.

IC

Figure 13. An inversion mapping.
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We assume that the process of inversion is the mai, process in forming

concepts in the class linguistic (linguistic concepts). Let us assume in Figure

13 that C is a nonlinguistic concept, let us say, of class object, which

contains a linguistic subconcept D. The locations in the linguistic subconcept

may contain motoric information (how to articulate some word, for example) and

some auditory information (how to recognize some particular word when it is

spoken). The motoric information may be executable by the processor that

controls the larynx, tongue, and lips. The auditory information may be

executable by the processor which controls the auditory system.

The locations in the concept C outside 0 (such as&) may contain visual or

other sensory information about the object. If the information is visual, it

can be of type color, shape, or size, for example.

The inve-sion produces a concept D' of class linguistic which now contains

as a subconcept C' of class object. This inverted concept can be further

processed by operations of abstractions and generalizations.

We hypothesize that the inversion mapping is the basic mechanism in

language acquisition, in forming abstract linguistic concepts, and in speaking.

We illustrate the hypothesis with an example. Let us suppose that a person

has a concept C of class object whose linguistic subconcept D is animal. That

the linguistic component is animal means that the person can say, "animal", and

can recognize it when it is spoken. This information is represented in D !class

linguistic) sub C (class object). The concept C can contain many nonlinguistic

elements, for example, visual elements for recognizing a cat, dog, mouse, horse,

and bird; motoric elements of petting a cat, olfactory and tactile elements,

etc.
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Let us create a concept D' by inversion, and abstract it by removing all

locations and subconcepts of C' (C' sub D'). Now we arrive at a very abstract

linguistic concept of animal: an object called animal, without executable

elements of recognizing cats and dogs. The concept D' has the name animal, and

it has the subconcept C' of object. A person with this concept knows there is

an object called an animal, but his or her concept does not contain any

information that allows the person to recognize an animal.

It is possible to make a less drastic abstraction. One could preserve in

C' information that the object is alive, for example. A person with such a

concept would have information that the object called an animal is alive.

We give one final example of how concepts look in this framework. Suppose

there is a concept C with two subconcepts C1 and C2. C is of class object, C1

is of class sensory, and C2 is of class linguistic. C1 has three locations, xl ,

x2 , and x3 , of type color, size, and shape, respectively. The locations have

values <red>, <small>, and <sphere> respectively. The situation is shown in

Figure 14.

The content of C2 is represented by <ball>. If we looked at C2 under a

microscope, we would see quite a few subconcepts and maybe even a hierarchical

structure. There would be auditory and motoric elements, with pointers between

them. There might be a hundred locations of different types and categories.

To extend the picture, suppose there is a concept D of class action. It is

a concept that can (possibly) be executed by the motoric system. Suppose it

appears a' in Figure 15. X is type pointer to object, in the

category pointer. D1 is in the class action. This means it is potentially

LI 1
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Figure 14. An example of a hypothetical concept C of class object
with two subconcepts, CI of class sensory and C ofclass linguistic. Localions xpx ,and x, allcae
to C1 , are of type color, size, an shape, repctedy

QCrespectively

Figure 5. A concept C of class action.

It is described in the text.

4executable by motoric elements of the peripheral nervous system. 02 is in the
class linguistic (and includes the motoric element for speaking). The value of

02 is <pit>. The value of Dl is <skill of hitting>. And the value of x is a
pointer to C (the C shown In Figure 14).
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A possible scenario in which concepts C and D might occur is as follows.

Suppose there is a parent and little Jimmy, age two. Suppose Jimmy has concepts

C and D shown in Figures 14 and 15, and suppose there is a small red ball, and

he has a stick. The parent throws the ball and says, "Jimmy, hit the ball."

Jimmy hits the ball and says, "Hit...ball." What processing is Jimmy doing?

He first matches the auditory stimulus in the parent's utterance with the

auditory component of his linguistic subconcepts of his concepts C and D. So

the auditory components of <hit> and <ball> can be recognized. Also, he

visually can match the ball with sensory elements in CI: <small>, <red>, and

<sphere>. So the visual input is matched with the sensory subconcept C1V

Next, he attempts to execute the subconcept Dl of D. (Probably D contains

an element that is a pointer to D2 . Figure 15 is schematic and does not show

all the connections.)

After hitting the ball, Jimmy executes the motoric element of the

linguistic subconcept D2 . That is, he says the word hit. After that, there is

still a pointer from D to C, and Jimmy executes the motoric element of the

subconcept C2 . That is, he says the word ball.

Now suppose Jimmy is age five, three years older. His parent says, "Do you

recognize this ball? Do you want to play with it?" At age two his linguistic

subconcept C of ball might have looked as shown in Figure 16.

His linguistic concept of ball at age 5 might look as shown in Figure 17.

At age two, Jimmy's concept of ball has subconcepts in the class sensory and

possibly motoric, and a linguistic subconcept that is auditory and motoric. By

age five, he has developed a linguistic concept by inversion.
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2looks 
like

Figure 16. A hypothetical linguistic concept of a two year old child.
The subconcepts are sparse and not well connected.

q C] []

Figure 17. A hypothetical linguistic concept of a five year old child.
On the right is a more developed form of C2 from Figure 16.

What is the reason for forming linguistic concepts? Let us see what

happens when one generalizes and abstracts Jimmy's early concept of hitting, the

one shown in Figure 15. The result might be waving the hand, with no linguistic

component; very likely the linguistic component is lost.

!I
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Now let's take Jimmy's linguistic concept of hit, developed later. What is

the use of it? Suppose Jimmy as a teenager wants to learn to play blackjack.

He hears the terms "stand" and "hit". He thinks, "I know what stand and hit

mean, but what do they mean in blackjack?" He takes his abstract linguistic

concept of hit and adds a subconcept to it, for scraping cards along the table

to indicate one wants another card. This subconcept has motoric elements (how

to do it) and visual ones about when to do it. Now Jimmy's linguistic concept

hit contains a subconcept of class action. He knows what he should do when

playing. He can invert his linguistic concept (with action subconcept) to an

action concept when he wants to be hit in blackjack.

We hypothesize that the process described above is the basic one in

learning from verbal materials.

Summary and Conclusions

This paper has attempted to present a framework within which one can

analyze behavior. Why this particular one? It is on the one hand very complex.

But if any of the notions is omitted, a big gap occurs in our ability to

interpret behavioral phenomena; some we simply cannot interpret at all.

On the other hand, within the framework we seem to be able at least to

formulate most, if not all, of the questions asked about human (and,

importantly, nonhuman) thinking. (See Note 1.)

Taking another perspective, the framework is very simple. It postulates

that all thinking is processing concepts. And the concepts are processed

according to the simple rules of creating, copying, and editing. The complexity

comes from the fact that concepts are built from information coming from very
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many sources: visual, auditory, kinesthetic, and so on. But the processing of

concepts is uniform. Abstraction, generalization, and inversion can be

performed on any concept.

The biggest departure of this framework from current views is that the

ability for abstract thinking does not preassume the capacity for language. The

prerequisites for abstract thinking seem to be only abstraction, generalization,

and inversion. The fact that we invert mainly relative to linguistic concepts

q seems to be rather incidental.

I.
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Footnote

This paper was supported by Office of Naval Research Contract N00014-78-C-

0433. Requests for reprints should be sent to Patricia Baggett, Psychology

Department, University of Colorado, Campus Box 345, Boulder, Colorado 80309.

This report is No. 118 of the Institute of Cognitive Science's Technical Report

Series.

Reference Note

Baggett, P. and Ehrenfeucht, A. A Framework for Forming, Modifying, and

Using Multimedia concepts in Memory, Part II: Psychological

Interpretation, in preparation.

Z~



Page 36

References

Anderson, J. & BowEr, G. Human Associative Memory.

Washington, D.C.: Winston, 1973.

Collins, A. and Loftis, E. A spreading activation theory of

semantic processing. Psychological Review 82: 407-428,

1975.

Loemker, L. (Ed.) Gottfried Wilhelm Leibniz: Philosophical Papers

and Letters, Vols. I and II. University of Chicago Press,

1956.

Norman, D. and Rumelhart, D., and the LNR Research Group.

Explorations in Cognition. San Francisco: W.H. Freeman,

1975.

Rosch, E. and Lloyd, B. (Eds.) Cognition and Categorization.

Hillsdale, N.J.: Erlbaum, 1978.

Smith, E. and Medin, D. Categories and Concepts. Cambridge,

Mass.: Harvard University Press, 1981.

4



Colorado/Baggett September 14, 1982 Page 1

Navy Navy

Dr. Ed Aiken 1 Dr. Norman J. Kerr
Navy Personnel R&D Center Chief of Naval Technical Training
San Diego, CA 92152 Naval Air Station Memphis (75)

Millington, TN 3PO54
Meryl S. Baker
NPRDC 1 Dr. William L. Maloy
Code P309 Principal Civilian Advisor for
San Diego, CA 92152 Education and Training

Naval Training Command, Code OOA
Dr. Robert Blanchard Pensacola, FL 32508
Navy Personnel R&D Center
Managment Support Department 1 CAPT Richard L. Martin, USN
San Diego, CA 92151 Prospective Commanding Officer

USS Carl Vinson (CVN-70)
Dr. Robert Breaux Newport News Shipbuilding and Drydock Co
Code N-711 Newport News, VA 23607
NAVTRAEQUIPCEN
Orlando, FL 32813 1 Dr. George Moeller

Head, Human Factors Dept.
CDR Mike Curran Naval Submarine Medical Research Lab
Office of Naval Research Groton, CN 06340
800 N. Quincy St.
Code 270 1 Dr William Montague
Arlington, VA 22217 Navy Personnel R&D Center

San Diego, CA 92152
DR. PAT FEDERICO
NAVY PERSONNEL R&D CENTER 1 Ted M. I. Yellen
SAN DIEGO, CA 92152 Technical Information Office, Code 201

NAVY PERSONNEL R&D CENTER
Dr. John Ford SAN DIEGO, CA 92152
Navy Personnel R&D Center
San Diego, CA 92152 1 Library, Code P201L

Navy Personnel R&D Center
LT Steven D. Harris, MSC, USN San Diego, CA 92152
Code 6021
Naval Air Development Center 1 Technical Director
Warminster, Pennsylvania 18974 Navy Personnel R&D Center

San Diego, CA 92152
Dr. Jim Hollan
Code 304 6 Commanding Officer
Navy Personnel R & D Center Naval Research Laboratory
San Diego, CA 92152 Code 2627

Washington, DC 20390
CDR Charles W. Hutchins
Naval Air Systems Command Hq 1 Psychologist
AIR-340F ONR Branch Office
Navy Department Bldg 114, Section D
Washington, DC 20361 666 Summer Street

Boston, MA 02210



Colorado/Baggett September 14, 1982 Page 2

Navy Navy

1 Office of Naval Research 1 Dr. Sam Schiflett, SY 721
Code 437 Systems Engineering Test Directorate
800 N. Quincy SStreet U.S. Naval Air Test Center
Arlington, VA 22217 Patuxent River, MD 20670

5 Personnel & Training Research Programs 1 Dr. Robert G. Smith
(Code 458) Office of Chief of Naval Operations

Office of Naval Research OP-987H
Arlington, VA 22217 Washington, DC 20350

1 Psychologist 1 Dr. Alfred F. Smode
ONR Branch Office Training Analysis & Evaluation Group
1030 East Green Street (TAEG)
Pasadena, CA 91101 Dept. of the Navy

Orlando, FL 32813
1 Special Asst. for Education and

Training (OP-O1E) 1 Dr. Richard Sorensen
Rm. 2705 Arlington Annex Navy Personnel R&D Center
Washington, DC 20370 San Diego, CA 92152

1 Office of the Chief of Naval Operations 1 Roger Weissinger-Baylon
Research Development & Studies Branch Department of Administrative Sciences

(OP-115) Naval Postgraduate School
Washington. DC 20350 Monterey, CA 93940

1 LT Frank C. Petho, MSC, USN (Ph.D) 1 Dr. Robert Wisher
Selection and Training Research Division Code 309
Human Performance Sciences Dept. Navy Personnel R&D Center
Naval Aerospace Medical Research Laborat San Diego, CA 92152
Pensacola, FL 32508

1 Mr John H. Wolfe
1 Dr. Gary Poock Code P310

Operations Research Department 1). S. Navy Personnel Research and
Code 55PK Development Center
Naval Postgraduate School San Diego, CA 92152
Monterey, CA 93940

1 Dr. Bernard Rimland (03B)
Navy Personnel R&D Center
San Diego, CA 92152

1 Dr. Worth Scanland, Director
Research, Development, Test & Evaluation
N-5
Naval Education and Training Command
NAS, Pensacola, FL 32508



Colorado/Baggett September 14, 1982 Page 3

Army Air Force

q Technical Director 1 U.S. Air Force Office of Scientific
U. S. Army Research Institute for the Research

Behavioral and Social Sciences Life Sciences Directorate, NL
5001 Eisenhower Avenue Bolling Air Force Base
Alexandria, VA 22333 Washington, DC 20332

1 Mr. James Baker 1 Dr. Alfred R. Fregly
Systems Manning Technical Area AFOSR/NL, Bldg. 4101
Army Research Institute Bolling AFB
5001 Eisenhower Ave. Washington, DC ?0332
Alexandria, VA 22333

1 Dr. Genevieve Haddad
Dr. Beatrice J. Farr Program Manager
U. S. Army Research Institute Life Sciences Directorate
5001 Eisenhower Avenue AFOSR
Alexandria, VA 22333 Bolling AFB, DC 20332

1 DR. FRANK J. HARRIS 2 3700 TCHNW/TTGH Stop 32
U.S. ARMY RESEARCH INSTITUTE Sheppard AFB, TX 76311
5001 EISENHOWER AVENUE
ALEXANDRIA, VA 22333

1 Dr. Michael Kaplan
U.S. ARMY RESEARCH INSTITUTE
5001 EISENHOWER AVENUE
ALEXANDRIA, VA 22333

1 Dr. Milton S. Katz
Training Technical Area
U.S. Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

1 Dr. Harold F. O'Neil, Jr.
Attn: PERI-OK
Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

1 Dr. Robert Sasmor
U. S. Army Research Institute for the

Behavioral and Social Sciences
5001 Eisenhower Avenue
Alexandria, VA 22333

1 Dr. Joseph Ward
U.S. Army Research Institute
5001 Eisenhowe Avenue
Alexandria, VA 223"3



Colorado/Baggett September 1l, 1982 Page 4

Marines CoastGuard

1 H. William Greenup 1 Chief, Psychological Reserch Branch
Education Advisor (E031) U. S. Coast Guard (G-P-1/2/TP42)
Education Center, MCDEC Washington, DC 20593
Quantico, VA 22134

1 Special Assistant for Marine
Corps Matters

Code lOOM
Office of Naval Research
800 N. Quincy St.
Arlington, VA 22217

1 DR. A.L. SLAFKOSKY
SCIENTIFIC ADVISOR (CODE RD-I)
HQ, U.S. MARINE CORPS
WASHINGTON, DC 20380

I . .. _-._ nnum,.,nn,,-- m nnunml~ B N i i l llil ll lli lli ilq



Colorado/Baggett September l4, 1982 Page 5

Other DoD Civil Govt

# 12 Defense Technical Information Center 1 Dr. Paul G. Chapin
Cameron Station, Bldg 5 Linguistics Program
Alexandria, VA 22314 National Science Foundation
Attn: TC Washington, DC 20550

1 Military Assistant for Training and 1 Dr. Susan Chipman
Personnel Technology Learning and Development

Office of the Under Secretary of Defense National Institute of Education
for Research & Engineering 1200 19th Street NW

Room 3D129, The Pentagon Washington, DC 20208
Washington, DC 20301

1 Dr. John Mays
U 1 DARPA National Institute of Education

1400 Wilson Blvd. 1200 19th Street NW
Arlington, VA 22209 Washington, DC 20208

1 Dr. Arthur Melmed

National Intitute of Education
1200 19th Street NW
Washington, DC 20208

1 Dr. Andrew R. Molnar
Science Education Dev.

and Research
National Science Foundation
Washington, DC 20550

1 Dr. Frank Withrow
U. S. Office of Education
400 Maryland Ave. SW
Washington, DC 20202

1 Dr. Joseph L. Yourg, Director
Memory & Cognitive Processes
National Science Foundation
Washington, DC 20550

S



Colorado/Baggett September 14, 1982 Page 6

Non Govt Non Govt

1 Dr. John R. Anderson 1 DR. JOHN F. BROCK
Department of Psychology Honeywell Systems & Research Center
Carnegie Mellon University (MN 17-2318)
Pittsburgh, PA 15213 2600 Ridgeway Parkway

Minneapolis, MN 55413
1 Anderson, Thomas H., Ph.D.

Center for the Study of Reading 1 Dr. John S. Brown
174 Children's Research Center XEROX Palo Alto Research Center
51 Gerty Drive 3333 Coyote Road
Champiagn, IL 61820 Palo Alto, CA 94304

1 Dr. John Annett 1 Dr. Bruce Buchanan
Department of Psychology Department of Computer Science
University of Warwick Stanford University
Coventry CV4 7AL Stanford, CA 94305
ENGLAND

1 DR. C. VICTOR BUNDERSON
1 1 psychological research unit WICAT INC.

Dept. of Defense (Army Office) UNIVERSITY PLAZA, SUITE 10
Campbell Park Offices 1160 SO. STATE ST.
Canberra ACT 2fOO, Australia OREM, UT 34057

1 Dr. Alan Baddeley 1 Dr. Pat Carpenter
Medical Research Council Department of Psychology

Applied Psychology Unit Carnegie-Mellon University
15 Chaucer Road Pittsburgh, PA 15213
Cambridge CB2 2EF
ENGLAND 1 Dr. John B. Carroll

Psychometric Lab
1 Dr. Jonathan Baron Univ. of No. Carolina

Dept. of Psychology Davie Hall 013A
University of Pennsylvania Chapel Hill, NC 27514
3813-15 Walnut St. T-3
Philadlphia, PA 19104 1 Dr. William Chase

Department of Psychology
1 Mr Avron Barr Carnegie Mellon University

Department of Computer Science Pittsburgh, PA 15213
Stanford University
Stanford, CA 94305 1 Dr. Micheline Chi

Learning R & D Center
1 Liaison Scientists University of Pittsburgh

Office of Naval Research, 3939 O'Hara Street
Branch Office , London Pittsburgh, PA 15213
Box 39 FPO New York 09510

1 Dr. William Clancey
1 Dr. Lyle Bourne Department of Computer Science

Department of Psychology Stanford University

University of talorado Stanford, CA 94305

Boulder, CO 80309



Colorado/Baggett September 14, 1982 Page 7

Non Govt Non Govt

1 Dr. Allan M. Collins 1 Univ. Prof. Dr. Gerhard FischerBolt Beranek & Newman, Inc. Liebiggasse 5/3
50 Moulton Street A 1010 Vienna
Cambridge, Ma 02138 AUSTRIA

*1 Dr. Lynn A. Cooper 1 Dr. John R. Frederiksen
l LRDC Bolt Beranek & Newman

University of Pittsburgh 50 Moulton Street
3939 O'Hara Street Cambridge, MA 02138
Pittsburgh, PA 15213

1 Dr. Alinda Friedman
1 Dr. Meredith P. Crawford Eepartment of Psychology

American Psychological Association University of Alberta
1200 17th Street, N.W. Edmonton, Alberta
Washington, DC 20036 CANADA T6G 2E9

1 Dr. Kenneth B. Cross 1 DR. ROBERT GLASER
Anacapa Sciences, Inc. LRDC
P.O. Drawer Q UNIVERSITY OF PITTSBURGH
Santa Barbara, CA 93102 3939 O'HARA STREET

PITTSBURGH, PA 15213
1 Dr. Diane Damos

Arizona State University 1 Dr. Marvin D. Glock
Tempe, AZ 85281 217 Stone Hall

Cornell University1 LCOL J. C. Eggenberger Ithaca, NY 14853
DIRECTORATE OF PERSONNEL APPLIED RESEARC
NATIONAL DEFENCE HQ 1 Dr. Daniel Gopher101 COLONEL BY DRIVE Industrial & Management Engineering
OTTAWA, CANADA KIA OK2 Technion-Israel Institute of TechnologyHaifa

1 Dr. Ed Feigenbaum ISRAEL
Department of Computer Science
Stanford University 1 DR. JAMES G. GREENO
Stanford, CA 94305 LRDC

UNIVERSITY OF PITTSBURGH
I 1 Mr. Wallace Feurzeig 3939 O'HARA STREET

Bolt Beranek & Newman, Inc. PITTSBURGH, PA 15213
50 Moulton St.
Cambridge, MA 02138 1 Dr. Harold Hawkins

Department of Psychology1 Dr. Victor Fields University of Oregon
Dept. of Psychology Eugene OR 97403
Montgomery College
Roekville, MD 20850 1 Dr. Barbara Hayes-Roth

The Rand Corporation
1700 Main Street
Santa Monica, CA 90406
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* 1 Dr. Frederick Hayes-Roth I Dr. Stephen Kosslyn
The Rand Corporation Harvard University
1700 Main Street Department of Psychology
Santa Monica, CA 90406 33 Kirkland Street

Cambridge, MA 02138
1 Dr. James R. Hoffman

Department of Psychology 1 Dr. Marcy Lansnan
University of Delaware Department of Psychology, NI 25
Newark, DE 19711 University of Washington

Seattle, WA 98195
1 Dr. Kristina Hooper

Clark Kerr Hall 1 Dr. Jill Larkin
University of California Department of Psychology
Santa Cruz, CA 95060 Carnegie Mellon University

Pittsburgh, PA 15213
1 Glenda Greenwald, Ed.

"Human Intelligence Newsletter" 1 Dr. Alan Lesgold
P. 0. Box 1163 Learning R&D Center

4 Birmingham, MI 48012 University of Pittsburgh
Pittsburgh, PA 15260

1 Dr. Earl Hunt

Dept. of Psychology 1 Dr. Michael Levine
University of Washington Department of Educational Psychology
Seattle, WA 98105 210 Education Bldg.

University of Illinois

I Dr. Ed Hutchins Champaign, IL 61801
Navy Personnel R&D Center
San Diego, CA 92152 1 Dr. Robert Linn

College of Education
I Dr. Greg Kearsley University of Illinois

* HumRRO Urbana, IL 61801

300 N. Washington Street

Alexandria, VA 22314 1 Dr. Erik McWilliams
Science Education Dev. and Research

1 Dr. Steven W. Keele National Science Foundation

Dept. of Psychology Washington, DC 20550

University of Oregon
Eugene, OR 97403 1 Dr. Mark Miller

TI Computer Science Lab

1 Dr. Walter Kintsch C/O 2824 Winterplace Circle
Department of Psychology Plano, TX 75075

University of Colorado
Boulder, CO 80302 1 Dr. Allen Munro

Behavioral Technology Laboratories

1 Dr. David Kieras 1845 Elena Ave., Fourth Floor
Department of Psychology Redondo Beach, CA 90277
University of Arizona
Tuscon, AZ 85771
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1 Dr. Donald A Norman 1 DR. PETER POLSON
Dept. of Psychology C-009 DEPT. OF PSYCHOLOGY
Univ. of California, San Diego UNIVERSITY OF COLORADO
La Jolla, CA 92093 BOULDER, CO 80309

1 Committee on Human Factors 1 Dr. Steven E. Poltrock
JH 811 Department of Psychology
2101 Constitution Ave. NW University of Denver
Washington, DC 20418 Denver,CO 80208

1 Dr. Jesse Orlansky 1 Dr. Mike Posner
Institute for Defense Analyses Department of Psychology
400 Army Navy Drive University of Oregon
Arlington, VA 22202 Eugene OR 97403

I Dr. Seymour A. Papert 1 MINRAT M. L. RAUCH
Massachusetts Institute of Technology P II 4
Artificial Intelligence Lab BUNDESMINISTERIUM DER VERTEIDIGUNG
545 Technology Square POSTFACH 1328
Cambridge, MA 02139 D-53 BONN 1, GERMANY

1 Dr. James A. Paulson 1 Dr. Fred Reif
Portland State University SESAME
P.O. Box 751 c/o Physics Department
Portland, OR 97207 University of California

Berkely, CA 94720
1 Dr. James W. Pellegrino

University of California, 1 Dr. Lauren Resnick
Santa Barbara LRDC

Dept. of Psychology University of Pittsburgh
Santa Barabara, CA 93106 3939 O'Hara Street

Pittsburgh, PA 15213
1 MR. LUIGI PETRULLO

2431 N. EDGEWOOD STREET 1 Mary Riley
ARLINGTON, VA 22207 LRDC

University of Pittsburgh
I Dr. Richard A. Pollak 3939 O'Hara Street

Director, Special Projects Pittsburgh, PA 15213
Minnesota Educational Computing Consorti
2520 Broadway Drive 1 Dr. Andrew M. Rose
St. Paul,MN 55113 American Institutes for Research

1055 Thomas Jefferson St. NW

1 Dr. Martha Polson Washington, DC 20007
Department of Psychology
Campus Box 346 1 Dr. Ernst Z. Rothkopf
University of Colorado Bell Laboratories
Boulder, CO 80309 600 Mountain Avenue

Murray Hill, NJ 07974
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I Dr. David Rumelhart 1 Dr. Kathryn T. Spoehr
Center for Human Information Processing Pscyhology Department
Univ. of California, San Diego Brown University
La Jolla, CA 92093 Providence, RI 02912

1 DR. WALTER SCHNEIDER 1 Dr. Robert Sternberg
DEPT. OF PSYCHOLOGY Dept. of Psychology
UNIVERSITY OF ILLINOIS Yale University
CHAMPAIGN, IL 61820 Box 11A, Yale Station

New Haven, CT 06520
1 Dr. Alan Schoenfeld

Department of Mathematics 1 DR. ALBERT STEVENS
Hamilton College BOLT BERANEK & NEWMAN, INC.
Clinton, NY 13323 50 MOULTON STREET

CAMBRIDGE, MA 02138
1 DR. ROBERT J. SEIDEL

INSTRUCTIONAL TECHNOLOGY GROUP 1 Dr. Thomas G. Sticht
HUMRRO Director, Basic Skills Division

300 N. WASHINGTON ST. HUMRRO
ALEXANDRIA, VA 22314 300 N. Washington Street

Alexandria.VA 22314
1 Committee on Cognitive Research

% Dr. Lonnie R. Sherrod 1 David E. Stone, Ph.D.
Social Science Research Council Hazeltine Corporation
605 Third Avenue 7680 Old Springhouse Road
New York, NY 10016 McLean, VA 22102

1 Dr. Alexander W. Siegel 1 DR. PATRICK SUPPES
Department of Psychology INSTITUTE FOR MATHEMATICAL STUDIES IN
SR-1 THE SOCIAL SCIENCES
University of Houston STANFORD UNIVERSITY
Houston, TX 77004 STANFORD. CA 94305

1 Robert S. Siegler 1 Dr. Kikumi Tatsuoka
Associate Professor Computer Based Education Research
Carnegie-Mellon University Laboratory
Department of Psychology 252 Engineering Research Laboratory
Schenley Park University of Illinois
Pittsburgh, PA 15213 Urbana, IL 61801

1 Dr. Edward E. Smith 1 Dr. John Tlimas
Bolt Beranek & Newman, Inc. IBM Thomas J. Watson Research Center
50 Moulton Street P.O. Box 218
Cambridge, MA 02138 Yorktown Heights, NY 10598

1 Dr. Richard Snow 1 DR. PERRY THORNDYKE
School of Education THE RAND CORPORATION
Stanford Unive' sity 1700 MAIN STREET
Stanford, CA 94305 SANTA MONICA, CA 90406
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1 Dr. Douglas Towne
Univ. of So. California
Behavioral Technology Labs
1845 S. Elena Ave.
Redondo Beach, CA 90277

1 Dr. J. Uhlaner
Perceptronics, Inc.
6271 Variel Avenue
Woodland Hills, CA 91364

1 DR. GERSHON WELTMAN
PERCEPTRONICS INC.
6271 VARIEL AVE.
WOODLAND HILLS, CA 91367

1 Dr. Keith T. Wescourt
Information Sciences Dept.
The Rand Corporation
1700 Main St.
Santa Monica, CA 90406

1 DR. SUSAN E. WHITELY
PSYCHOLOGY DEPARTMENT
UNIVERSITY OF KANSAS
LAWRENCE, KANSAS 66044

1 Dr. Christopher Wickens
Department of Psychology
University of Illinois

Champaign, IL 61820

1 Frank R. Yekovich
School of Education
Catholic University
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